
The Economic Impact of a High
National Minimum Wage: Evidence

from the 1966 Fair Labor
Standards Act

Martha J. Bailey, University of California

John DiNardo, Gerald R. Ford School of Public Policy,
University of Michigan

Bryan A. Stuart, George Washington University

This paper examines the short- and longer-term economic effects of
the 1966 Fair Labor Standards Act (FLSA), which increased the na-
tional minimumwage to its highest level of the twentieth century and
extended coverage to an additional 9.1 million workers. Exploiting
differences in the “bite” of theminimumwage owing to regional var-
iation in the standard of living and industry composition, this paper
finds that the 1966 FLSA increased wages dramatically but reduced
aggregate employment only modestly. However, some evidence
shows that disemployment effects were significantly larger among
African American men, 40% of whom earned below the new mini-
mum wage.

We thank Charlie Brown and numerous conference and seminar participants for
helpful comments and suggestions. We gratefully acknowledge the use of the ser-
vices and facilities of the Population Studies Center at the University of Michigan
(funded byNational Institute of ChildHealth andHumanDevelopment [NICHD]
Center grant R24 HD041028). During work on this project, Bryan A. Stuart was
supported by the NICHD (T32 HD0007339) as a University of Michigan Popula-
tion Studies Center trainee aswell as by a generous gift fromPeter Borish to theUni-
versity of Michigan Department of Economics. Contact the corresponding author,

[ Journal of Labor Economics, 2021, vol. 39, no. S2]
© 2021 by The University of Chicago. All rights reserved. 0734-306X/2021/39S2-0010$10.00
Submitted January 25, 2019; Accepted November 6, 2020

S329



I. Introduction

The 1966 Amendments to the Fair Labor Standards Act (1966 FLSA)
capped almost 15 years of real minimumwage increases in theUnited States,
leading to the highest national minimum wage of the twentieth century. In
addition to raising the nominal hourly minimum by 28% to $11.83 (in 2019
dollars) for covered workers, the 1966 FLSA expanded coverage to 9.1 mil-
lion workers in the economy’s lowest-earning industries (Martin 1967).1

Changes in coverage increased the share of private sector workers under
the FLSA by 14 percentage points to 77% and the share of government em-
ployees under the FLSA from 0% to 40% (Brown 1999).
This moment in history presents a unique opportunity to study the short

and lagged economic effects of a very high national minimumwage with ef-
fects that persisted for newly covered sectors. Under both competitive and
monopsonistic labor market models, the sustained increase in wages could
generate larger employment responses than more recent minimum wage
changes, which were rapidly eroded by inflation (Boal and Ransom 1997;
Brown 1999).2 Understanding the employment responses to the 1966 FLSA
is important for evaluating the economic theory of labor markets and as a
point of reference for contemporary proposals to raise federal, state, and lo-
cal minimum wages to similar levels (Cooper, Schmitt, and Mishel 2015).
This paper quantifies the wage and employment responses to the 1966

FLSA by comparing states that were more affected to those that were less
affected. Adapting Card (1992), our research design relies on the idea that
the 1966 FLSA had a larger “bite” in states where wages and coverage were
lower in 1966, thus allowing a dose-response analysis. To capture the impact
of the 1966 FLSA on previously covered workers as well as on newly cov-
ered workers, we exploit differences across states in the share of workers
below the newminimumwage of $1.60.3Although nationally representative
surveys of workers in our period do not ask about hourly wages, the 1960
USCensus of the Population (Ruggles et al. 2015a) and 1962–74MarchCur-
rent Population Surveys (CPS; Ruggles et al. 2015b) show that the share of
workers with implied hourlywages below the newminimumwage is highly
and robustly correlated with state-level wage increases after 1966. This rela-
tionship allows us to examine locations where more workers were affected

1 This calculation uses the minimum wage of $1.60 in February 1968 and adjusts
to February 2019 dollars per https://data.bls.gov/cgi-bin/cpicalc.pl.

2 Alan Krueger (2015) makes this point in a recent op-ed cautioning policy mak-
ers about proposed increases in the minimum wage to $15 per hour.

3 To calculate the implied hourly wage, we divide annual wage earnings by weeks
worked in the previous year and hours worked in the reference week.

Martha J. Bailey, at marthabailey@ucla.edu. Information concerning access to the
data used in this paper is available as supplemental material online.
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by the 1966FLSAwherewe expect the legislation’s effects onwages and em-
ployment to be largest. Similar to Cengiz et al. (2019), a key benefit of our
approach is that we can examine the effect of a minimum wage increase on
all workers.
Our analysis begins with a quantification of the 1966 FLSA on wages. A

dynamic, event-study framework estimates the wage and employment ef-
fects in the years before the amendments took effect (leads provide a placebo
test) as well as in the first 7 years after implementation (lags characterize the
postlegislation responses). The internal validity of the research design is bol-
stered by the fact that wages in states with greater shares of workers earning
wages below $1.60 follow trends similar to those in less affected states from
1959 to 1966. However, the March CPS shows that men’s hourly wages in-
creased significantly more in more affected states after 1966. Our estimates
imply that states such asTexas,where 26%ofworkers earned less than $1.60
per hour in 1966, experienced a 6% larger increase in average wages relative
toNewYork, where 11%ofworkers earned less than $1.60 per hour. These
results are robust to the inclusion of individual covariates for age, race, mar-
ital status, and metropolitan residence to account for changing composition
of birth cohorts. This relationship holds within states as well. Hourly wages
in lower-earning industries (that would have been disproportionately af-
fected by the 1966 amendments) increased by significantly more after
1966, even after including state-by-yearfixed effects to account for differen-
tial, exogenous changes at the state level in the demand for or supply of
workers. Across the United States, our estimates suggest that average wages
increased by 6.5% because of the 1966 FLSA, with around one-fifth of the
increase due to a higherminimumwage for previously coveredworkers and
the remainder due to coverage increases and spillovers to higher-earning
workers.
In terms of hiring andhours, theMarchCPS shows that employment dur-

ing the year fell by a modest 0.7%more in lower-earning states and annual
hours worked by 0.4% more, as the 1966 FLSA increased wages signifi-
cantly more in these areas. The implied demand elasticities are 20.14 for
employment (a one-sided test rejects zero at the 5% level; 95% confidence
interval [CI]: 20.29 to 0.02) and 20.07 for annual hours worked, which
cannot be distinguished from zero. Interestingly, employment in the refer-
ence week fell little in response to the 1966 FLSA, suggesting that the legis-
lation’s impact on employment was concentrated among workers with less
attachment to the labor force (i.e., workers less likely to be employed for
the full year).
An important alternative explanation for these findings is that areas more

affected by the 1966 FLSA experienced exogenously slower growth in the
demand for labor after 1966,whichwould leadour research strategy toover-
state the negative employment response. To account for this possibility, we
include time-varying, state-level controls for gross state product. Contrary
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to this hypothesis, areas with lower wages (which were more affected by
the 1966 FLSA) were growing more quickly. Accounting for this faster
growth results in slightly larger demand elasticities:20.18 for employment
during the year (95%CI:20.36 to20.05),20.28 for annual hours worked
(a one-sided test rejects zero at the 5% level; 95% CI:20.59 to 0.03), and a
larger but statistically insignificant 20.10 for employment in the reference
week.
Afinal analysis disaggregates these estimates by subgroups to examine the

incidence of the legislation. For teens, we estimate larger but imprecise elas-
ticities of employment with respect to wages. Among the 46% of men with
less than a high school education, the long-run employment elasticity is
20.14 (95% CI: 20.34 to 0.06). The evidence is more decisive for African
American men. Their employment during the year decreased by 3.4%
and annual hours worked fell by 5% after the 1966 FLSAwas implemented
when moving across the interquartile range. The estimated disemployment
effects for blackmen vary somewhat across outcomes, as employment in the
reference week decreased by 1% for the same comparison. Changes in em-
ployment forwhitemenwere considerably smaller and statistically insignif-
icant. The resulting demand elasticities for black men are statistically signif-
icant and range from 20.14 for employment at any point during the year
(95% CI: 20.35 to –0.14) and 20.42 for annual hours worked (95% CI:
20.72 to20.12). In summary, even if aggregate employment responded lit-
tle to the 1966 FLSA, the legislation engendered compositional changes in
employment and impacted some of the more disadvantaged workers in the
economy.

II. The History and Expected Effects
of the 1966 Amendments to the FLSA

At the time of their enactment, the 1966 amendments (P.L. 89-601) were
regarded as the most wide-ranging changes to the FLSA since 1938 (Levin-
Waldman 2001, 112). The purpose of the legislation closely related to Pres-
ident Lyndon Johnson’s war on poverty agenda. Proponents of this legisla-
tion stressed how increases in the coverage and level of the minimum wage
would alleviate poverty and help struggling low-wage workers. The presi-
dent of theAmerican Federation of Labor andCongress of IndustrialOrga-
nizations noted in June 1965 that “theminimumwage law amendments now
pending before Congress are ‘anti-poverty’ legislation, designed to improve
the lot of the ‘working poor.’”Opponents of the legislation, such as theNa-
tional Association of Manufacturing, countered that the proposed “mini-
mum [would] . . . be increased to a point where it would cause difficulty
to those employing unskilled and inexperienced” (Levin-Waldman 2001,
113). Ultimately, the proponents won the day. The 1966 amendments were
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passed on September 23, with their first provisions effective in February
1967.4 This national minimum wage was binding, with its level exceeding the
state minimum in all but a handful of cases (Quester 1981; Sutch 2010).5

The impact of the 1966 amendments was expected to be large enough that
they were challenged as unconstitutional. In Maryland v. Wirtz, 392 U.S.
183 (1968), the state ofMaryland (later joined by 27 other states and a school
district) argued that the Supreme Court should enjoin the act on the basis
that its provisions exceeded Congress’s authority to regulate under the
commerce clause; in particular, the states objected to requirements that
they meet federal pay and overtime standards in their schools and hospitals.
The 1966 amendments survived this challenge. On June 10, 1968, the War-
ren Court affirmed the 1966 amendments and instructed states to enforce
them.

A. Increases in the Statutory Minimum Wage
for Previously Covered Workers

The 1966 amendments raised the real minimum wage for covered work-
ers to its highest level in the twentieth century, as shown in figure 1A. To
minimize the burden on firms, they were phased in over 2 years (Martin
1967). On February 1, 1967, the statutory minimum wage for covered
workers increased from $1.25 to $1.40 ($9.60 and $10.76 in 2019 dollars).
In its report to Congress, the Department of Labor estimated that 3.72 mil-
lion covered workers would benefit from this increase (Martin 1967). The
second minimum wage hike occurred the following year on February 1,
1968, and increased the statutory minimum wage for covered workers to
$1.60 ($11.83 in 2019 dollars). This amounted to a 28% nominal increase
over 2 years, or a 23% increase in real terms. The effective wage increase
for many of the lowest-earning, previously uncovered workers was signifi-
cantly larger (Kocin 1967), as we discuss below.6

4 When signing the amendments, President Johnson said, “The new minimum
wage—$64 per week—will not support a very big family but it will bring workers
and their families a little bit above the poverty line.” He followed up by stressing
his commitment to the war on poverty’s other human capital programs: “My am-
bition is that no man should have to work for a minimum wage, but that every man
should have the skills he can sell for more.”

5 Quester (1981) shows that in 1966 only Alaska, California, New York, and
Massachusetts had a higher minimum wage for some purposes and groups than
the federal minimum. In all states but Alaska, the state minimum was only $0.05
above the national minimum in 1966. Moreover, men were not covered by the state
minimum wage in California. Although Sutch (2010) disagrees with Quester (1981)
in a handful of cases, both scholars agree that state minimum wage legislation was
less binding than the federal minimum.

6 As with earlier amendments, there were a number of exceptions. See Anderson
(1967) for details.
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FIG. 1.—Real minimum wages in the United States, 1938–2018. Nominal mini-
mumwages are inflated to 2019 dollars using the consumer price index for all urban
consumers (US city average for all items; CUUR0000SA0, https://data.bls.gov/time
series/CUUR0000SA0). In A, the solid line displays the statutory federal minimum
wage in effect for the majority of the year, and the nonhorizontal dashed line shows
the minimumwage relative to the median full-time wage from the OECD (in 2019).
The boldface line in B is constructed as the weighted average of the real minimum
wage levels and the share of workers employed in industries first covered by each
Fair Labor Standards Act (FLSA) amendment (see Derenoncourt and Montialoux
2021; table A1). A color version of this figure is available online.



B. Increases in Coverage and Statutory Minimum Wages
for Previously Uncovered Workers

Amajor feature of the 1966 FLSAwas its dramatic expansion of coverage.
Figure 1B shows the federal statutory minimum wage in 2019 dollars for
workers covered under the 1938 FLSA and workers added in the 1961
FLSA. In April of 1967, the Monthly Labor Review estimated that the 1966
amendments had expanded the FLSA’s coverage to an additional 9.1million
workers, up from 32.3 million workers covered under previous legislation
(Martin 1967). This happened through the 1966 FLSA’s narrowing of ex-
emptions as well as its expansion of industries covered under the “enterprise
volume test.” Figure 1B shows the changes in the statutory minimum wage
for workers newly covered under the 1966 FLSA. (Note that the pre-1967
wages for newly covered workers were not zero—we use zero to represent
the absence of the federal statutory minimum wage.)
The increase in coverage occurred through a direct expansion of the leg-

islation to include employees on large farms, federal service contracts, fed-
eral wage board employees, and certain Armed Forces employees (e.g., post
exchanges). It also narrowed or repealed exemptions for employees of
hotels, restaurants, laundries and dry cleaners, hospitals, nursing homes,
schools, automobile and farm implement dealers, small loggers, local transit
and taxi companies, agricultural processing, and food services. The 1966
FLSA also included an indirect expansion of coverage through its reduction
in the enterprise volume test from $1 million (in the 1961 amendments) to
$250,000 within 3 years.7 This meant that employees of smaller firms en-
gaged in “interstate commerce” gained coverage by February 1, 1969.8 As
a consequence of both these changes, 95% of newly covered workers were
employed infive industries (Martin 1967). Just over threemillion (3.1) of the
newly covered workers were in services,9 2.4 million were in government,10

2.2millionwere in retail trade, 0.6millionwere in construction, and 0.5mil-
lion were in agriculture.

7 In agriculture, the law used man-days of labor instead of sales volume in deter-
mining coverage. The 1966 FLSA extended coverage to employees of farms using
more than 500 man-days of labor in any quarter.

8 The reduction in the enterprise volume test extended the provisions of the 1961
amendments, which expanded the coverage of the FLSA to all employees within an
enterprise engaged in interstate commerce so long as the enterprise had $1 million in
gross annual volume.The earlier 1961 amendments had thus extended coverage to em-
ployees in retail or service, local transit, construction, and gasoline service stations.

9 Employees of laundries, schools, hospitals, nursing homes, and large hotels rep-
resented more than half of all coverage in the services category (Martin 1967, 21).

10 Approximately one million workers were employed in public schools, 610,000
were in state and local government hospitals, and 70,000 were in local government
transit systems. The remainder of public workers consisted of 606,000 federal wage
boardworkers and 110,000 employees of post exchanges and other nonappropriated
fund establishments (Martin 1967, 21).
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The1966FLSAspecifieddifferentwage increases fornewlycoveredwork-
ers.Newly covered nonfarmworkers began at aminimumwage of $1.00 per
hour in 1967,with increases of $0.15peryear to reach$1.60by1971.11Newly
covered farm workers began at a minimum wage of $1.00 in 1967 and in-
creased by $0.15 per year to reach $1.30 in 1969, which is why the series in
figure 1B diverges for farm and nonfarm workers after 1969.
The 1966 FLSA also applied overtime provisions to newly coveredwork-

ers. As of February 1, 1967, newly covered workers working more than
44 hours per week were paid time and a half. In 1968, this maximum fell
to 42 hours per week, and in 1969 it fell to 40 hours per week.12

Documenting the impact of the 1966 amendments on the wages of previ-
ously uncovered workers is difficult because (as we show in the appendix)
measurement error in the March CPS hourly wage is particularly acute near
the minimum wage. To place our subsequent estimates in context, we en-
tered Bureau of Labor Statistics (BLS) tabulations of industry surveys both
before and after the 1966 amendments took effect. Because these studies did
not rely on nationally representative samples (they are localized to certain
cities, regions, and industries) and because noncompliance may be underre-
ported to the federal government, extrapolating from these findings to the
state and national impact of the 1966 FLSA is difficult. Nevertheless, these
reports cover changes in thewages of approximately two-thirds of the newly
covered workers, including about half of the service industry (employees of
laundries, schools, nursing homes, and hospitals), about two-thirds of the
newly covered government workers (employees in public schools and gov-
ernment hospitals), all workers in retail trade, and all workers in agriculture.
For laundries in 1966, 72.5% of all US employees and 89.3% of employ-

ees in the South earned less than $1.60 per hour. By 1968, those figures had
fallen to 48.7% and 73.6%, respectively. Between 1966 and 1968, the aver-
age industry wage increased by 16% in the United States and by 23% in the
South. Similarly, average weekly hours fell from 38.7 to 36 as compliance
with new overtime provisions increased.
Because nursing homes, hospitals, and public schools received public

funding, such asMedicaid, Medicare, and Title I funds from the Elementary
and Secondary Education Act, we expect even greater compliance in these
industries (Almond, Chay, and Greenstone 2003; Cascio et al. 2010). Data
onhospitals closely accordwith this hypothesis. For instance, 43.4%of non-
supervisory employees in nongovernmental hospitals earned less than $1.60
per hour in July 1966, and average hourly earnings were $1.83. By March
1969, the share of workers earning below $1.60 per hour had fallen to

11 The Department of Labor estimated that the initial increase to $1.00 would ap-
ply to around 953,000 farm workers.

12 See estimates in the appendix (available online) suggesting that these changes
had at most short-lived effects on overtime.
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11.2% and average hourly earnings increased by 35% to $2.47. Average
weekly hours fell from 36 to 34.7, as the share of employees working over
40 hours fell from 15.7% to 10.9%.

C. Expected Effects of the 1966 FLSA on Wages and Employment

The literature on the minimum wage is so vast that “we are almost at the
point where there are meta-studies of meta-studies” (Manning 2016).13 One
area of consensus is that increases in the wage floor should raise wages.
However, quantifying the magnitude of the effects of the 1966 amendments
on wages in the US economy is difficult, owing to a lack of information on
the number of directly affected, previously covered individuals aswell as the
number of newly covered individuals.Our analysis uses the 1960USCensus
of the Population and theMarchCPS—nationally representative data sets of
workers for our period of interest—to estimate the national impact of the
1966 amendments onwages as well as the lag structure of these adjustments.
The magnitude and speed of the wage responses also inform expectations

about the 1966 amendments’ effects on employment, which are theoretically
ambiguous. In the classic (perfectly competitive) labor market case, the ag-
gregate labor demand and labor supply curves pin downwages and employ-
ment at the competitive equilibrium. In themonopsonistic case, themarginal
cost of hiring additionalworkers lies above the aggregate labor supply curve.
The intersection of the marginal cost curve and demand curve pin down the
labor market equilibrium, where both employment and wages lie below the
perfectly competitive equilibrium. A key result in standard monopsonistic
models is that the imposition of a wage floor up to the perfectly competitive
level could raise employment to the perfectly competitive level. In bothmod-
els, however, raising wages above the wage set in a perfectly competitive la-
bormarket would lower employment. In standard two-sector models of the
labormarket, increasing the coverage rate (or theprobabilityoffindinga cov-
ered sector job) should exacerbate the effects of raising the minimum wage
(Brown 1999). Finally, monopsonistic firms may also engage in wage dis-
crimination.Assuming that they have some information about the labor sup-
ply elasticities of different groups, firms could payworkers with lower labor
supply elasticities (potentially because of fewer outside options or lower in-
comes) lower wages (Boal and Ransom 1997).14

It is doubtful that the labormarket is a pure formof perfect competition or
monopsony, so these predictions benchmark extremes with the actual labor
market lying somewhere in-between. The important theoretical prediction
is that both competitive andmonopsonistic labormarket models suggest that

13 Many recent papers have been summarized in multiple reviews (Neumark and
Wascher 2007; Schmitt 2013; Belman andWolfson 2014) and meta-studies, updating
Brown, Gilroy, and Kohen (1982) and Brown (1999).

14 This result assumes that all workers are equally productive.
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a high enough minimum wage should reduce employment. There is less
agreement, however, on the point at which this high level of wages would
be reached. The 1966 FLSA presents a unique opportunity to study the short
and lagged economic effects of the highest national minimum wage of the
twentieth century—a level similar to recent policy proposals. In addition,
the 1966 FLSA represents a permanent increase in the minimum wage for a
large number of newly covered workers. Our analysis considers both the
magnitude of disemployment effects and whether these effects varied by
group of worker.

III. Evaluating the Economic Effects
of a National Minimum Wage

Our research design follows the spirit of Card (1992), who makes use of
the long-standing criticism of the national minimum wage—namely, that
geographic variation in the cost of livingmakes the impact of a national min-
imumwage larger in some areas (Stigler 1946). For instance, the same nom-
inalminimumwage inNewYorkwould be effectivelymuch higher inTexas
after accounting for the cost of living. This geographic variation in cost of
living means that imposing a high, uniform, and national minimum wage
should have differential real impacts on local economies, allowing a dose-
response-style analysis.
Card (1992) exploits this fact in a simple two-period model to study the

1990 national minimum wage increase. Focusing on teens, a group largely
earning the minimum wage, Card uses variation in the fraction of workers
affected by the change in the national minimumwage, F*s , as an instrumental
variable in the following two-equation model:

D logWs 5 g1 1 g2F*s 1 X 0
sc3 1 εs, (1)

DEs 5 b1 1 b2DWs 1 X 0
sb3 1 qs: (2)

The dependent variables, DlogWs and DEs, capture the change in mean log
wages or employment rates (employment-to-population ratio) among teens
in state s during a period before and after the minimum wage increase. In
some specifications, Xs represents the employment-to-population ratio
among all workers or the overall unemployment rate. The variable F*s rep-
resents the number of workers earning above the old minimum wage and
below the new minimum wage, divided by the number of workers in the
state. Thus, F*s captures the bite of the minimum wage as the fraction of
workers in a state who would be affected by the 1990 national minimum
wage increase. Card finds evidence that an increase in the federal minimum
wage generates greater wage gains in states with a greater fraction of work-
ers affected, showing that g2 5 0:15. Card then tests whether employment
falls more in places where the fraction of workers affected by the minimum
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wage was higher, or b2 < 0. As he notes, b2 is proportional to the labor de-
mand elasticity in this simple model.
Our analysis uses a nationally representative sample of prime-aged (16–

64) male workers from the 1960 US Census of the Population and annual
1962–74 March CPS. This broad age range is important for capturing the
national effects of the legislation, as employers may have substituted hiring
across age or skill groups in response to the 1966 FLSA.We exclude women
because they were impacted by the 1963 Equal Pay Act, which also amended
the FLSA (Bailey, Helgerman, and Stuart 2021).15 We also exclude self-
employed workers, who are not covered under the FLSA.16 To increase con-
sistency between the CPS and the census, we also restrict the census sample
to individuals not living in institutional group quarters. Finally, we convert
income andwages into 2019 dollars using the consumer price index for all ur-
ban consumers and indexwages and employment to the relevant year (annual
earnings and weeks worked refer to the year before the survey, while em-
ployment in the reference week does not). See the appendix for more details.
The CPS allows us to extend Card’s (1992) methodology in several ways.

First, we estimate a dynamic version of his 2-period model to examine how
wages and employment changed from 1959 to 1973 in response to the 1966
FLSA.17 Second, we use the share of workers earning less than $1.60 in 1966
(rather than the share of workers earning between the old and the newmin-
imum) as a measure of the state’s labor market that is potentially affected.
This measure ameliorates concerns regarding measurement error in implied
hourlywages in theMarchCPS. In periodswhereweobserve both reports of
hourlywage earnings (monthly outgoing rotation group [ORG]) and annual
wage earnings (March CPS) for the same year, the distribution of implied
hourly wages is very similar for workers earning just above the minimum
wage (see the appendix), whereas the March CPS measure of implied hourly
wages severely misstates the share of workers earning between the old and
the new minimum wage. In addition, our cumulative measure captures the
1966 FLSA’s increase in coverage that impacted wage earners below the

15 For the interested reader, the appendix contains estimates that include women.
When including women in the sample, the estimated increase in wages is similar and
there is no evidence of a reduction in employment, indicating that our conclusions
about the overall impact of the 1966 FLSA are not driven by the focus on men.

16 Whenexaminingwages, employment during theyear, and annual hoursworked,
we followLemieux (2006) and focuson likely coveredworkersby restricting the sam-
ple to civilians for whom the ratio of self-employment plus farm income to labor
income does not exceed 10% in absolute value. When examining employment in
the reference week, we exclude individuals who report being self-employed that
week. Our results are robust to including self-employed workers, as we report in
the appendix.

17 We examine labor market outcomes up to 1973 because the federal minimum
wage increased again on May 1, 1974.
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oldminimumwage of $1.25 per hour.18While the available data do not allow
us to preciselymeasureworkers exposed to the coverage expansion, the share
of wages below $1.60 captures this better than using the share of wages be-
tween $1.25 and $1.60.19

Figure 2 illustrates the spirit of this approach, plotting kernel density es-
timates of the implied hourly wage in different states in 1966. We construct

FIG. 2.—1966 average hourly wage distribution. This figure displays log real
March wage densities (in 2019 dollars) for men aged 16–64. Densities are estimated
only among wages between the 0.5 and 99.5 percentiles of the aggregate wage dis-
tribution. Densities are weighted by the product of the Current Population Survey
(CPS) weight and the annual number of hours. Texas and New York are at the 25th
and 75th percentiles, respectively, of the share of wages below $1.60 in 1966. Ver-
tical lines correspond to the federal minimum wage before and after the 1966 Fair
Labor Standards Act. Source: 1967 March CPS. A color version of this figure is
available online.

18 Measuring workers potentially affected by the minimumwage change is key to
Card’s construction of F *

s in the CPS monthly ORG data. Because these data begin
in 1979, they are not available for study of the 1966 FLSA. Moreover, continuous
measures of hourly wages in the May CPS are not available until 1973.

19 The share of wages below $1.60 in a state is very strongly related to lower per-
centiles of the state wage distribution: a bivariate regression of the share of wages
below $1.60 in 1966 on the 10th percentile yields a point estimate of 20.344 (SE:
0.016) and an R2 of 0.96. Not surprisingly, our results are very similar if we use
the 10th percentile instead. In addition, we have considered using the fraction be-
low $1.92 per hour (1.2 � $1.60). Our results are nearly identical.

S340 Bailey et al.



hourlywages in theMarchCPSbydividing annualwage earnings in the pre-
vious year by the mean of weeks worked within each reported category in
the previous year and hours worked in the week before the survey.20 For
a given change in the nominal minimumwage, the share of workers affected
(approximated as the share with wages between $1.25 and $1.60) is larger in
lower-earning states (such as Texas) than in higher-earning states (such as
New York). Notably, however, Card’s (1992) fraction affected does not
capture changes in the FLSA’s coverage that also extended to workers earn-
ing less than $1.25 per hour—a crucial feature of the 1966 legislation that
motivates our use of the cumulative share of workers earning less than
$1.60 per hour. This measure is correlated with the share of workers be-
tween the old and the new minimum wage but also accounts for concentra-
tion of lowwages outside the covered range. Because the impact of the 1966
FLSA should be larger in lower-earning states, economic theory predicts
that the law’s effects on wages and employment should also be larger.
Table 1 displays the variation in fraction affected—the share of workers

earning below the 1966 FLSA newminimumwage in the year before it took
effect—and figure 3A presents this information in map form, where darker
shades capture a higher share of wages below $1.60 in 1966. As noted inDe-
partment of Labor wage studies, the share of wages below $1.60 in 1966was
much higher in the South and interior states. However, there is substantial
variationwithin the South and interior states in the bite of the statute, which
our study leverages.
Our analysis presents the reduced-form estimates using the following

event-study (eq. [3]) and difference-in-differences (eq. [4]) specifications:

Ys,b,t 5 o
k

vk1 t 5 kð ÞFs,1966 1 X 0
s,tb 1 gs,b 1 dt 1 εs,b,t, (3)

Ys,b,t5 ~v1ðt > 1966ÞFs,1966 1 X 0
s,tb 1 gs,b 1 dt 1 εs,b,t: (4)

20 This approach to constructing Card’s “fraction affected” is very noisy, because
the implied hourly wage suffers from (1) misreports by respondents about wage
earnings, weeks, or hours, (2) the aggregation of weeks and hours into categories,
or (3) failure of hours worked in the week before the survey to represent the hours
worked in the average week during the previous year. This source of measurement
error is so severe that—in contrast to the 1992ORG—there is no spike inwages near
the statutory minimum wage in the March CPS (fig. A1; figs. A1–A12 are available
online). Similar to the smoothness of the March CPS in the 1990s, both the national
and the state wage distributions from the March CPS show that a large fraction of
workers appear to have earned below the statutory minimum in 1966 and fail to ex-
hibit any heaping just above it. To demonstrate that the cumulative share of wages
below the new minimum wage is correlated with fraction affected, table A1 (ta-
blesA1–A9 are available online) shows that, althoughwe are unable to obtainCard’s
(1992) results using a direct calculation of fraction affected in theMarch CPS (rather
thanCard’s use of theORG), an approach using the cumulative share yields compa-
rable results.
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Outcomes in theMarchCPS are average log hourly wages and employment
during the year, reference week, or average annual hours worked in state
group s, birth cohort b, where b ranges from 1895 (age 64 in 1959) to
1958 (age 16 in 1974), and year t, where t ranges from 1959 to 1973 for em-
ployment during the year or hourly wages and 1960–73 for employment in
the referenceweek.21 In equation (3), we normalize v1966 5 0, the year before
the FLSA took effect and the year we measure the share of wages below
$1.60,Fs,1966. Statefixed effects, gs, account for time-invariant differences across
states, such as unchanging differences in legislation, geography, resource
endowments, and cost of living. Year fixed effects, dt, account for national

Table 1
Share of Workers with Hourly Wages below the 1966 Minimum Wage
of $1.60, by State Group

State Group Fraction Affected

New Jersey .083
Alaska/Hawaii/Oregon/Washington .090
California .091
Illinois .094
Ohio .098
New York .107
Pennsylvania .109
Michigan/Wisconsin .111
Connecticut .117
Indiana .130
Maine/Massachusetts/New Hampshire/Rhode Island/Vermont .152
Delaware/Maryland/Virginia/West Virginia .166
Arizona/Colorado/Idaho/Montana/Nevada/New Mexico/Utah/
Wyoming .176

Iowa/Kansas/Minnesota/Missouri/Nebraska/North Dakota/South
Dakota .193

Washington, DC .223
Texas .257
Georgia/North Carolina/South Carolina .259
Kentucky/Tennessee .279
Florida .291
Arkansas/Louisiana/Oklahoma .319
Alabama/Mississippi .392
United States .161

SOURCE.—Authors’ calculations using the 1967 March Current Population Survey (CPS).
NOTE.—This table reports the share of men aged 16–64 with average hourly earnings below $1.60 in

1966. Sample includes men not residing in group quarters or in the military and for whom self-employment
income accounts for no more than 10% of total income. Rows indicate the 21 state groups consistently
identified in the CPS for our sample period.

21 Note that reference week refers to the survey year, whereas weeks worked and
hourly wages refer to the year preceding the survey. Therefore, our definition of t
depends on the dependent variable. One limitation of the publicly available CPS
data is that only 21 state groups are identified throughout our period of interest.
The small number of groups limits our ability to account for autocorrelation.
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changes across years that may also affect wages: large tax cuts (1964), the
Civil Rights Act (1964) and Voting Rights Act (1965), Medicare (1966),
and other Great Society legislation (Bailey and Danziger 2013; Bailey and
Duquette 2014).

FIG. 3.—Share of workers in 1966 earning below the 1966 Fair Labor Standards
Act (FLSA) minimum wage of $1.60. A, Share of hourly wages below $1.60 in each
state group (see also table 1). B, Share of hourly wages below $1.60 in each state
group/industry cell (Y-axis) by state group fraction below $1.60 (X-axis). Variation
in the vertical dimension shows variation in the bite of the 1966 FLSA within state
groups. We use 10 one-digit industries. Source: 1967 March Current Population
Survey. A color version of this figure is available online.
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In some specifications, we also include state-by-birth-cohort fixed effects,
gs,b, to account for time-varying characteristics of each state’s labor force. For
instance, these fixed effects would account for the differential evolution of
school quality (Card and Krueger 1992b) and racial discrimination (Dono-
hue and Heckman 1991; Wright 2013) across birth cohorts within states.
Finally,we includegross state product to account forpotentially different ex-
ogenous rates of economic growth across states unaccounted for by changes
across birth cohorts.22 This final covariate intends to reduce omitted-variable
bias due to differential changes in the demand for workers in states differ-
entially affected by the 1966 FLSA. However, because of concerns about
endogeneity to the effects of the 1966 FLSA, which could affect economic
growth directly, we omit this variable from our preferred specification. For
computational reasons,wepartial out covariates to adjust for potentially con-
founding changes in individual characteristics in some specifications using
the Frisch-Waugh-Lovell theorem (Frisch and Waugh 1933; Lovell 1963).23

The point estimates of interest, v, capture the regression-adjusted, reduced-
form comovements of the outcome variable with the bite of the 1966 FLSA.
Because the 1966 FLSA should affect outcomes only after the amendments
took effect, one test of the validity of the research design is whether vt 5 0
jointly for all t < 1966 in equation (3). Of course, the 1961 FLSA may have
differentially impacted wages in states with a greater share of wages below
$1.60 in 1966, which may lead to a slight pretrend. Similarly, because the
1966 FLSA should increase wages after 1966, we should observe vt > 0 only
for t > 1966. Standard errors are corrected for an arbitrary within-state co-
variance structure (Arellano 1987).
In addition to presenting the estimates for the reduced form, we estimate

the labor demand elasticity by estimating equation (4) using two-stage least
squares, with log wages as the outcome in the first stage and the employ-
ment rate (in levels) as the outcome in the second stage. We calculate the
elasticity by dividing the resulting second-stage point estimate of b by the
mean employment rate in 1966.

22 These data come from the BEA regional economic accounts (https://apps.bea
.gov/regional/downloadzip.cfm). Observations for 1959–62 are unavailable, so we
extrapolate linearly from the 1963–66 period for the period when they are missing.

23 We partial out these covariates by estimating regressions on individual-level
data. The dependent variables in these regressions are the outcomes of interest
and the interactions between fraction affected and year, and the explanatory vari-
ables are the indicated covariates. The 1960 US Census of the Population has
2.4million individual observations, while theCPS surveys contain 13,000–40,000 in-
dividuals per year. We therefore weight the individual-level regressions by the in-
verse of the number of people in each survey year in our employment sample (pos-
itive weeks worked) to ensure that each survey year contributes more equally to the
estimates. We also weight estimates of eqq. (3) and (4) by the number of individuals
in each state-year cell, so that each survey year is weighted equally.
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IV. Results: The Effects of the 1966 FLSA
on Wages and Employment

Documenting the aggregate effect of the 1966 FLSA is key to understand-
ing the effect of a high national minimum wage on the economy. Although
the BLS conducted a number of surveys to address this question, these stud-
ies were specific to certain industries and are not representative of all US
workers. Our analysis therefore uses the March CPS to quantify (1) the
wage effects of the 1966 FLSA for a nationally representative sample and
(2) any resulting changes in employment.

A. Wages

Figure 4A plots the event-study results for all men aged 16–64 using the
baseline specification of equation (3) (all covariates except for gross state
product). Dashed lines represent the 95%, point-wise confidence inter-
vals. In addition, we report the comparable reduced-form difference-in-
differences estimate from equation (4), summarizing the effect averaged
over all years after 1966 (table 2, col. 3). Consistent with these estimates re-
flecting the 1966 FLSA itself (rather than potentially confounding policy
changes), hourly wages in lower- and higher-wage states followed similar
trends before the 1966 FLSA, and these increases appear after the 1966
FLSA was implemented. Our baseline estimates imply that lower-earning
states such as Texas (the lower quartile of the interquartile range of share
of workers with wages below $1.60 in 1966) experienced a 6.0% larger in-
crease (0.397 � 0.15) in average wages relative to states such as New York
(upper quartile), where wages were higher and the 1966 FLSAwas less bind-
ing. The increase in wages persists through the end of our sample in 1973.
One potential threat to the internal validity of our research design is that

other state or federal changes after 1966—not accounted for in gross state
product—could confound our estimates. Because there is a great deal of
within-state, across-industry variation in the share of wages below $1.60
(fig. 3B), we test this hypothesis by refining our estimating equation to ex-
amine changes within a state-industry cell using the following event-study
specification:

Yj,s,t 5 o
1973

k51959

pk1 t 5 kð ÞFj,s,1966 1 dj,s 1 ds,t 1 εj,s,t: (5)

One-digit industries are indexed by j, and other notation remains as previ-
ously described. The advantage of this specification is that it permits fixed
effects by state-year, ds,t, as well as by industry-state, dj,s. State-year fixed ef-
fects flexibly control for any exogenous state-level changes in the demand
for or supply of workers (which are not captured in gross state product in
eqq. [3] and [4]). The point estimates of interest, p, capture changes after
1966 in lower-wage state-industry combinations (which would have been
more affected by the 1966 FLSA) relative to higher-wage state-industries.

Effect of a High National Minimum Wage S345



FIG. 4.—Effects of the 1966Amendments to the Fair Labor StandardsAct (FLSA)
on log hourly wages. A, Point estimates and 95% confidence intervals for equa-
tions (3) and (5) using the log hourly wage as the dependent variable. All regressions
include indicators for state by birth cohort, year, age, nonwhite, marital status, and
metropolitan residence status. Model 1 (M1) plots estimates of equation (3) and in-
cludes state and year fixed effects. Models 2 (M2) and 3 (M3) plot estimates of equa-
tion (5). Both models include state-by-industry and year fixed effects, and M3
additionally includes state-by-year fixed effects. B, Estimates of equation (3), sep-
arately for industries with a large coverage expansion in the 1966 FLSA and for other
industries (see main text for definition). Sample includes men aged 16–64 not resid-
ing in group quarters or in the military for whom self-employment income accounts
for no more than 10% of total income. Standard errors are clustered at the state
group level. Sources: 1960USCensus of the Population and 1962–74MarchCurrent
Population Survey. MW5minimumwage. A color version of this figure is available
online.



Figure 4A plots the results as model 2 (M2), which changes the key inde-
pendent variable to a state-by-industry variable and adds state-by-industry
fixed effects, and model 3 (M3), which adds state-by-year fixed effects to
M2. The similarity of these estimates to those from our baseline specifica-
tion (M1) and to one another (M2 vs. M3) implies that state-year changes
in worker demand or supply are not driving (or offsetting) the legislation’s
effects—a finding that should ameliorate concerns about the interpretation

Table 2
Reduced-Form Effects of the 1966 Amendments to the Fair Labor Standards
Act on Wages and Employment

(1) (2) (3) (4)

A. Log hourly wage (mean real wage in 1966:
$22.92):

Post-1966 � fraction affected .589 .491 .397 .366
(.064) (.062) (.058) (.066)

F statistic 85.654 61.821 47.427 30.661
Effect of moving across IQR (.15) .088 .074 .060 .055
Effect of 1 SD increase (.09) .053 .044 .036 .033

B. Employed during year (mean in 1966: .917):
Post-1966 � fraction affected .061 .041 2.049 2.060

(.032) (.034) (.027) (.027)
Effect of moving across IQR .009 .006 2.007 2.009
Effect of 1 SD increase .005 .004 2.004 2.005

C. Employed in reference week (mean in 1966:
.819):

Post-1966 � fraction affected .108 .074 2.002 2.025
(.030) (.030) (.035) (.037)

Effect of moving across IQR .016 .011 .000 2.004
Effect of 1 SD increase .010 .007 .000 2.002

D. Annual hours worked (mean in 1966: 1,631):
Post-1966 � fraction affected 294.459 148.391 242.854 2166.064

(72.196) (67.249) (63.525) (84.225)
Effect of moving across IQR 44.169 22.259 26.428 224.910
Effect of 1 SD increase 26.501 13.355 23.857 214.946

State and year fixed effects � � � �
Demographic covariates � � �
State-by-cohort fixed effects � �
Log gross state product �
State-year observations 294 294 294 294

SOURCES.—1960 US Census of the Population, 1962–74 March Current Population Survey, Bureau of
Economic Analysis regional economic accounts.
NOTE.—Panel titles refer to the dependent variable used for eq. (4). Estimates are the coefficient on the

interaction between the share of workers with wages in each state below $1.60 in 1966 and an indicator
variable for the year being 1967–73 (inclusive). Sample includes men aged 16–64 not residing in group quar-
ters or in the military. In panels A, B, and D, we exclude individuals for whom self-employment income
accounts for no more than 10% of total income. In panel C, we exclude individuals who report being self-
employed in the reference week. Standard errors are clustered at the state group level. All dollar amounts
are adjusted to 2019 dollars using the consumer price index for all urban consumers. For the share of wages
below $1.60 in 1966, the cross-state standard deviation is .090 and the interquartile range is .150. Panel C
has 21 fewer observations because we focus only on outcomes through 1973. Number of observations is
1,878,830 (panel A), 2,407,230 (panels B and D), and 2,447,550 (panel C). IQR 5 interquartile range.
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of employment analyses where we cannot use industry variation and in-
clude state-year fixed effects.24

Table 2 presents additional robustness checks as reduced-form difference-
in-differences estimates. Similar to the robustness in figure 4A, panel A of ta-
ble 2 shows how the combined post-1966 effects are affected by the inclusion
of individual covariates (age, race, marital status, and metropolitan area;
col. 2), state-by-birth-cohort fixed effects to account for unobserved changes
within states across birth cohorts (such as improvements in school quality or
the cohort-evolving antidiscrimination efforts in the South; col. 3), and time-
varying, state-level controls for the natural log of gross state product (col. 4).
The inclusion of state-by-birth-cohort effects only modestly reduces the es-
timated wage effects across the interquartile range by 0.014 when moving
fromcolumn2 to column 3 andby 0.005whenmoving fromcolumn 3 to col-
umn4.Noteworthy is that the estimates change little across specifications and
our baseline specification (col. 3) is not statistically differentwhen controlling
for gross state product in column 4 ( p 5 :38). For the interested reader, the
appendix presents the event-study estimates for these specifications.
These wage increases likely reflect both the 1966 FLSA’s increase in the

real minimumwage for previously covered workers and its coverage expan-
sion for previously uncoveredworkers. To separate these effects, we estimate
equation (3) separately for “high-coverage-expansion industries”—which
Martin (1967) indicates to be agriculture, forestry andfisheries, construction,
retail trade (eating and drinking establishments and other retail establish-
ments), services (personal, entertainment and recreation, medical, hospitals,
and educational), and government (postal service, federal, state, and local)—
and other industries. The resulting estimates quantify thewage effects of the
1966 FLSA in industries where coverage expanded the most and those
where the effects are predominantly driven by increases in the minimum
wage (not coverage).
As expected, figure 4B shows that the wage increase in high-expansion

industries, which employed 40.6% of all workers in 1966, is substantially
larger than in industrieswheremostworkerswere previously covered under
the 1966 FLSA: the difference-in-differences estimates are 0.48 (SE: 0.09)
and 0.25 (SE: 0.06), respectively. These estimates are also statistically distin-
guishable at the 5% level. This makes sense, because wages in industries un-
covered before the 1966FLSA increasedbymuchmore thanwages in indus-
tries that were covered. Interestingly, our difference-in-differences estimate
of 25 log points for industries not experiencing a large coverage expansion
(labeled “other”) is a bit larger than the 23% increase in the real minimum

24 Industry is reported for most individuals who are at work or looking for a job.
It is not reported for unemployed workers without prior work experience or the
long-term unemployed. Therefore, we cannot correctly compute the share of an
industry-state cell that is employed, because the denominator is not measured.
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wage (sec. II.A), which likely reflects cross-industry spillovers as well as
the difficulty in mapping aggregated industries to finer FLSA regulations
about coverage. This sizable increase in industrieswheremostworkerswere
previously covered suggests an important role for the statutory minimum
wage increase and, potentially, general-equilibrium wage adjustments
across industries. While the real minimumwage declined over time because
of inflation (fig. 1A), the estimated effect on real log wages is persistent,
which reflects the large increase in coverage under the 1966 FLSA (fig. 1B).
A final, partial-equilibrium exercise seeks to gauge the plausibility of

these effect sizes. As a benchmark, our difference-in-differences estimate
of 0.40, scaled by an estimated 16.2% of workers having wages below
$1.60 in 1966 in theMarchCPS, suggests that, nationally, averagewages rose
by 6.5% because of the 1966 FLSA. This estimate is also consistent with the
following decomposition of the wage effects among employees covered be-
fore the 1966 FLSA, b; employees newly covered under the 1966 FLSA, n;
and employees uncovered by the 1966 FLSA, u,

D logW 5 f66
b D logWb 1 f66

n D logWn 1 f66
u D logWu : (6)

The weights, f, represent the share of US employees in each of these groups
in 1966 prior to the legislation (which implicitly assumes no disemployment
effects due to the 1966 amendments).According to theDepartment ofLabor,
44% of workers were covered by the FLSA before 1966, and 12% of these
workers would have been directly affected by the minimum wage increase
because their wages were between $1.25 and $1.60. Assuming that these
workers received an average raise of 25% (in real terms, see “Other indus-
tries” in fig. 4B) implies a 1.3% average wage increase in the economy.More
difficult to quantify is the effect among newly covered workers (roughly
13% of all US workers in 1966), whose nominal wages grew in some cases
from less than $1.00 in 1967 to $1.60 in 1971. If half of this group experienced
a 48% real wage gain (see “High coverage expansion industries” in fig. 4B),
then averagewageswould have increased by another 3.1%.25 Finally, 43%of
workers remaineduncovered after the 1966 amendments, andwe expect their
wages to rise in equilibrium, assumingnodisemployment effects andno spill-
overs above the minimumwage. This groupwould need to have experienced
another 2% increase inwages (e.g., 20%of these workers experienced a 24%
real wage gain, half of that experienced by covered workers). In short, while

25 Based on a series of industry studies conducted by the Department of Labor,
Karlin (1967) estimates that this group should have contributed 0.8% to the yearly
payroll using only the increase to $1.00 in 1967. Noteworthy is that Karlin’s calcu-
lation is limited in its applicability to industries outside the subset considered in his
study. For instance, it neglects most of the public sector employees affected, com-
prising 27% of newly covered workers.
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there is considerable uncertainty about some of the inputs into this back-of-
the-envelope calculation, the magnitudes of our estimates are plausible.

B. Employment and Annual Hours Worked

These robust increases in wages to a high (real) level could lead to disem-
ployment in both perfectly competitive and monopsonistic models of the
labor market. To investigate this, panels A and B of figure 5 present the
reduced-form estimates for our baseline specification of equation (3) for
several different measures of employment: employment at any point during
the year (positive weeks worked), employment in the reference week, and an-
nual hours worked (including individuals working no hours).26 The first two
measures capture different employment adjustments to the 1966 FLSA. The
former captures longer-term, persistent employment responses by measur-
ing disemployment only if the individual is not employed at any point during
the year. The latter captures employment responses only during the March
reference week and so is more sensitive to short-term, transitory fluctuations
in employment. Annual hoursworked describe changes in the combination of
the extensive and intensive margins of work.
Figure 5A presents our baseline event-study specification as well as spec-

ifications that control for log gross state product. The rationale for in-
cluding this additional time-varying covariate is that we cannot use the
state-industry variation in the share of potentially affected workers or, by
extension, include state-by-yearfixed effects to account for differential, exog-
enous changes in the demand for or supply of workers. Panels B–D in table 2
additionally summarize these results using the difference-in-differences
specification (eq. [4]) for the specifications previously discussed.
This analysis shows that the 1966 FLSA’s wage and coverage increases

had only modest disemployment effects that, interestingly, appear mainly
for longer-term employment. The March CPS shows that the share of
men employed during the year fell by 0.7% in areas such as Texas relative
to New York, when these areas experienced larger wage changes after the
1966FLSA (panels B andC in table 2, col. 3). In contrast,men’s employment
during the reference week fell by only 0.03%—or not at all, given the event-
study estimates in figure 5B. A natural explanation that reconciles these two
findings is that many of the men who no longer work during the year after
the 1966 FLSA were less attached to the labor market and therefore less
likely to be working in the March reference week, even in the absence of
the 1966 FLSA. Consequently, employment in the reference week shows
less of a decline after the 1966 FLSA’s implementation. These findings

26 Annual hours worked are constructed by multiplying the mean of weeks
worked (within each reported category) by the hours worked last week. We use
the year for weeks worked as the index of t in our regressions.

S350 Bailey et al.



FIG. 5.—Effects of the 1966 Amendments to the Fair Labor Standards Act on employment. This figure plots point estimates and 95%
confidence intervals for equation (3) using the dependent variable indicated in the panel title. Regressions include state and year fixed effects
and indicators for state by birth cohort, age, nonwhite, marital status, and metropolitan residence status (corresponding to col. 3 of table 2).
Sample includes men aged 16–64 not residing in group quarters or in the military who are not self-employed (for details, see table 2’s note).
Standard errors are clustered at the state group level. Sources: 1960 US Census of the Population and 1962–74 March Current Population
Survey. MW 5 minimum wage. A color version of this figure is available online.



may also be related to the fact that agricultural employment—where work-
ers are more seasonal—was particularly impacted by the 1966 FLSA’s cov-
erage expansion. Annual hours worked were 6 hours lower per year over a
pre-1966 FLSA average of 1,631, implying a 0.4% decrease. The weaker ef-
fects on annual hours worked (which includes zeros) suggests that some of
the extensive margin disemployment is offset by increased hours among
men remaining employed. The pattern of rising disemployment infigure 5A
is consistent with the results in Meer andWest (2016). However, we do not
see evidence of this pattern for other employment measures.
Table 2 shows that the employment effects are sensitive to the inclusion

of state-by-cohort effects. The motivation for these covariates is that school
quality—measured by teacher-to-pupil ratios, term length, and teacher
wages—was differentially improving in Southern states during our period
of interest (Card and Krueger 1992b). The appendix maps Card and Krue-
ger’s data into high and low fraction affected states and shows that school
quality improved faster for cohorts in the former category. In addition, for
both white and black men, the average years of schooling in more affected
states converged to that of less affected states. These trends suggest that—
even in the absence of the 1966FLSA—productivity and employmentwould
have risen differentially in more affected states, at the same time that the
black-white earnings gap narrowed (Card and Krueger 1992a). Higher pro-
ductivity growth in more affected states tends to reduce disemployment ef-
fects when omitting these controls.
Consistent with changes in unobserved cohort attributes improving em-

ployment differentially in states where the minimum wage’s impact was
larger, including the state-by-cohort effects reverses the sign of the relation-
ship of the 1966 FLSA to employment (cf. cols. 2 and 3). Similarly, control-
ling for gross state product—which controls for differential productivity
growth in the South in the absence of the legislation—leads to slightly more
negative employment effects in column 4 of table 2. Just as figure 4A sug-
gests that including state-year effects tends to dampen the estimated wage
effects, controlling for gross state product tends to make the employment
estimates more negative. The estimates for employment during the year
are not different from one another ( p 5 :57). However, estimates for em-
ployment in the reference week are marginally statistically different from
one another ( p 5 :107), and annual hours worked are statistically different
from one another ( p 5 :071).
The sensitivity of our results to controlling for gross state product is con-

sistent with two explanations. First, states where the 1966 FLSAhad a larger
impact tended to experience higher economic growth for exogenous rea-
sons, so accounting for differential employment trends tends to make the
observed effects of the 1966 FLSA more negative. In addition, states where
the 1966 FLSA had a larger impact tended to experience faster employment
growth because of the 1966 FLSA, so controlling for one result of the
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legislation’s effect tends to make the observed effects smaller. The data do
not distinguish between these explanations, so both should be considered
in interpreting the results.

C. Aggregate Demand Elasticities

Table 3 presents the demand elasticities implied by these estimates. For
employment during the year, the demand elasticity with respect to the wage
is20.135 (col. 3, one-sided test rejects zero) to20.177 (col. 4, also statisti-
cally significant). The increase in the estimates between columns 3 and 4 im-
plies that accounting for faster employment growth in areas more affected
by the 1966 FLSA generates larger demand elasticities. For employment
in the reference week, the demand elasticities are 20.009 to 20.099 in the
specificationwithout andwith controls for gross state product, respectively,
and statistically indistinguishable from zero in both cases. For annual hours
worked, the respective elasticities are 20.066 to 20.277 (one-sided test for
the latter rejects zero). Noteworthy is that the extensive margin elasticities
are smaller in magnitude than the employment elasticities for teens presented
in Brown (1999; elasticities ranging from20.5 to22.7) and at the lower end
of the range found by Card (1992; elasticities ranging from20.12 to 0.39).27

Figure 6 places our demand elasticity estimates within the context of recent

Table 3
Elasticities of Employment and Annual Hours Worked
with Respect to Wages

(1) (2) (3) (4)

A. Employed during year:
Wage elasticity .112 .091 2.135 2.177

(.056) (.069) (.077) (.086)
B. Employed in reference week:

Wage elasticity .263 .217 2.009 2.099
(.069) (.080) (.128) (.154)

C. Annual hours worked:
Wage elasticity .307 .185 2.066 2.277

(.070) (.076) (.098) (.158)
State and year fixed effects � � � �
Demographic covariates � � �
State-by-cohort fixed effects � �
Log gross state product �
State-year observations 294 294 294 294

NOTE.—This table reports own-wage elasticities from two-stage least squares estimation of eq. (4). Panel
titles refer to the dependent variable used in the employment regressions. First-stage estimates and depen-
dent variable means are shown in table 2. See table 2’s note for information on the sample and sources.

27 In reviewing the earlier time-series literature, Brown (1999) finds a consensus
range of elasticities of teenage employment with respect to the minimum wage of
20.1 to 20.3. As he notes, these elasticities need to be multiplied by five to nine
to obtain traditional labor demand elasticities (2114–15).
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papers. Our estimated demand elasticities fall roughly in the middle of elas-
ticities in this literature, and the results for employment during the year are
identical toHarasztosi and Lindner’s (2019) estimated20.18 elasticity (with
respect to the workers’wages inHungary in 2001), where the real minimum
wage increased by around 60%.

D. Heterogeneity in Effects by Race, Age, and Education

A final analysis examines heterogeneity in the effects of the 1966 FLSA
by demographic and skill groups. Several reasons suggest that the effects
could vary across demographic groups. First, different workers have differ-
ent skills, and less skilled workers (often proxied by less education, younger
age, or minority racial group) were more likely to be directly affected by the
1966 FLSA. Second, different workers (even with the same skills) may be
more concentrated in different industries because of regional differences
in industry concentration or historical or institutional reasons (e.g., both

FIG. 6.—Comparison of own-wage employment elasticities to previous research.
This figure displays point estimates and 95% confidence intervals of own-wage em-
ployment elasticities from other papers studyingminimumwage increases. Expand-
ing figure A6 of Harasztosi and Lindner (2019), this figure contains estimates from
column 3 of table 3, as well as estimates from Cengiz et al. (2019) and Derenoncourt
and Montialoux (2021). The vertical line is at zero. A color version of this figure is
available online.
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agriculture and the share of African American workers is higher in the
South). Because the FLSA affected coverage according to industry of em-
ployment, younger and less skilled workers may be more affected. Third,
the 1966 FLSA also could lead to different effects for workers with different
supply elasticities, which is related to race- or age-based discrimination. Al-
though the CPS is not rich enough to separate the mechanisms for differen-
tial effects, this final section documents the differential incidence of the
FLSA by different race, age, and education subgroups by estimating equa-
tions (3) and (4) separately for each subgroup.28

Table 4 presents reduced-form, difference-in-differences estimates of
wages for subgroups of workers defined by race, education, and age. Fig-
ures 7 and 8 present the complementary event-study specifications, which—
owing to smaller sample sizes—group years to increase precision as follows:
1959–61, 1962–63, 1964–65, 1967–68, 1969–70, and 1971–73 (estimates plot-
ted against the year-group midpoint on the X-axis). Panel A in table 4 and
figure 7 show that all groups experienced wage increases and, as expected,
groups with lower average skill experienced larger increases in wages. In
1966, for instance, 38% of black men and 15% of white men earned below
the 1966 FLSA minimum wage (see the appendix). And while both groups
experienced large wage increases after 1966, the estimate for African Amer-
ican men was almost three times as large as that for white men, owing to the
fact that blackmen lived in lower-earning regions (e.g., the South) and tended
to work in lower-earning industries previously uncovered by the FLSA.
Similarly, the wages of men with less than a 12th-grade education (approxi-
mately the median in 1966) increased by 33%more than men with at least a
12th-grade education. Teenagers experienced a larger wage increase than
men aged 20–35, who in turn experienced a larger wage increase than those
aged 36–64. However, large wage growth among teenagers comes with the
caveat that the event-study estimates infigure 7C show that theirwageswere
trending upward in more affected states before the 1966 FLSA took effect,
which limits the strengthof conclusions about causal effects of the legislation.
The broad conclusion, however, is that the 1966 Amendments to the FLSA
substantially increasedwages for a large groupofworkers across the country.
The remainingpanelsof table 4present the reduced-formeffectsof the 1966

FLSA on employment, and figure 8 shows the corresponding event-study
estimates.29 Owing to smaller sample sizes, most employment outcomes are
imprecisely estimated. Similar to the estimates in table 2, the absolute

28 When examining heterogeneity across age groups, we pool men aged 16–64 in
the same regression and allow for interactions between age group indicators and all
explanatory variables except for state-by-cohort fixed effects. We do this because
state-by-cohort fixed effects absorb most of the state-by-year variation with small
age ranges, such as men aged 16–19.

29 Tables A4 and A5 report results when we control for log gross state product.
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Table 4
Reduced-Form Effects of the 1966 Amendments to the Fair Labor Standards Act on Log Wages, Employment, and Annual Hours
Worked, by Subgroup

White
Men
(1)

African
American Men

(2)

Less than 12 Years
Education

(3)

At Least 12 Years
Education

(4)

Aged
16–19
(5)

Aged
20–35
(6)

Aged
36–64
(7)

A. Dependent variable: log hourly wage:
Meana 23.62 16.64 19.79 25.23 13.39 21.89 24.69
Post-1966 � fraction affected .290 .792 .426 .318 .625 .406 .328

(.062) (.105) (.074) (.075) (.217) (.112) (.048)
F statistic 21.73 57.25 32.99 17.94 8.29 13.26 45.88
Effect of moving across IQR (.15) .044 .119 .064 .048 .094 .061 .049
Effect of 1 SD increase (.09) .026 .071 .038 .029 .056 .037 .030

B. Dependent variable: employed during
year:

Mean .923 .873 .866 .960 .731 .964 .936
Post-1966 � fraction affected 2.026 2.200 2.053 .011 2.075 2.024 2.057

(.027) (.067) (.037) (.016) (.083) (.035) (.031)
Effect of moving across IQR 2.004 2.030 2.008 .002 2.011 2.004 2.009
Effect of 1 SD increase 2.002 2.018 2.005 .001 2.007 2.002 2.005
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C. Dependent variable: employed
in reference week:

Mean .827 .760 .750 .881 .405 .882 .890
Post-1966 � fraction affected 2.004 2.055 .002 .027 2.061 .058 2.034

(.036) (.063) (.041) (.040) (.126) (.036) (.036)
Effect of moving across IQR 2.001 2.008 .000 .004 2.009 .009 2.005
Effect of 1 SD increase .000 2.005 .000 .002 2.005 .005 2.003

D. Dependent variable: annual hours
worked:

Mean 1,666 1,356 1,392 1,837 335 1,796 1,871
Post-1966 � fraction affected 19.3 2452.7 39.9 261.2 2174.6 211.6 2102.8

(73.5) (140.3) (80.1) (62.5) (101.0) (87.9) (104.1)
Effect of moving across IQR 2.89 267.90 5.99 29.18 226.19 21.73 215.42
Effect of 1 SD increase 1.73 240.74 3.59 25.51 215.71 21.04 29.25

State-year-(age group)b cells 294 266b 273b 273b 882b 882b 882b

NOTE.—Panel titles refer to the dependent variable used in eq. (4) (specification for table 2, col. 3). Column headings identify subsamples. Columns 5–7 pool three age groups for
294 state-year cells for a total of 882 cells, allowing for interactions between age group dummies and all covariates except for state-by-cohort fixed effects. Standard errors are clustered
at the state group level. Number of observations in panel A is 1,693,170 (col. 1), 168,354 (col. 2), 959,314 (col. 3), 910,701 (col. 4), 101,764 (col. 5), 721,594 (col. 6), and 1,055,467 (col. 7). In
panels B and D, the number of observations is 2,140,780 (col. 1), 241,222 (col. 2), 1,330,950 (col. 3), 1,064,540 (col. 4), 286,634 (col. 5), 855,638 (col. 6), and 1,264,958 (col. 7). In panel C,
the number of observations is 2,179,050 (col. 1), 242,890 (col. 2), 1,351,140 (col. 3), 1,083,870 (col. 4), 286,514 (col. 5), 867,745 (col. 6), and 1,293,288 (col. 7). See table 2’s note for ad-
ditional information on the sample and sources. IQR 5 interquartile range.

a Mean is the 1966 average of hourly wages for wages greater than zero and less than the 95th percentile.
b To ensure that state groups are balanced across all years for a subgroup, we drop Connecticut and Alaska/Hawaii/Oregon/Washington in col. 2. Columns 3–4 exclude 1963

because the 1963 Current Population Survey does not contain education.
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FIG. 7.—Effects of the 1966 Amendments to the Fair Labor Standards Act on log wages, by subgroup. Panel titles refer to subgroups ex-
amined. This figure plots estimates of the interaction between the share of wages in each state below $1.60 in 1966 and indicators for years per
equation (3). Because subgroup samples are smaller, we group years 1959–61, 1962–63, 1964–65, 1967–68, 1969–70, and 1971–73 and plot es-
timates at the midpoint of each interval. Difference-in-differences regressions using the same covariates are given in table 4 and summarized in
the legend. See also figure 5’s note. MW 5 minimum wage. A color version of this figure is available online.



magnitudes of the disemployment estimates are generally larger for employ-
mentduring the year relative to employment in the referenceweek and annual
hours worked.
One noticeable exception is for African American men, who experienced

a sharp and statistically significant decline in employment during the year
and annual hours worked. Moving across the interquartile range implies
that employment during the year was 3.4% lower (3 percentage points over
a baseline of 87%) and their annual hours worked fell by 5% (68 hours over
a baseline of 1,356) after the 1966 FLSAbecame effective. Notably, employ-
ment in the reference week decreased by less, at 1.1% (or 0.8 percentage
points over a baseline of 76%). This is consistent with Clemens, Kahn,
andMeer (2020), who alsofind evidence of labor substitution that disadvan-
tages the lowest-wage workers. By comparison, changes in employment for
white men when moving across the interquartile range were much smaller
and statistically insignificant. In addition, the black-white differences in ta-
ble 4 for log wages, employment during the year, and annual hours worked
are statistically significant ( p-values of .001, .052, and .012, respectively),
but the difference in employment in the reference week is not ( p-value of
.44). The event-study estimates show the persistence of the employment re-
sponses for black men during the year as well as in annual hours worked,
although these effects fademodestly after 1969 as inflation reduced themag-
nitude of the wage effects for previously covered workers. The persistence
is likely driven by reductions in employment in newly covered areas of the
economy with permanently higher wages.
The results for employment in the reference week provide a direct com-

parison with Derenoncourt and Montialoux (2021), who use employment
in the reference week conditional on labor force participation as their pri-
mary outcome. In addition, their preferred specification does not control
for state by birth cohort or gross state product, which table 2 demonstrates
are important in accounting for differential skill and economic growth in
more affected states. Similar to our findings, Derenoncourt andMontialoux
(2021) report that the 1966 FLSA had no detectable effect for employment
in the reference week.30

Figure 9 summarizes the relevant demand elasticities across groups, and
table 5 reports them for each group. The demand elasticities for black men
are20.289 (SE: 0.089) for employment during the year,20.107 (SE: 0.124)
for employment in the reference week, and 20.421 (SE: 0.153) for annual
hours worked. The elasticity for annual hours worked is especially large
and stems from a reduction in weeks worked and the usual number of hours
worked per week (see the appendix). Notably, the black-white difference
in the own-wage elasticity is statistically different for annual hours worked

30 The appendix provides additional discussion of the relationship between our
work and Derenoncourt and Montialoux (2021).
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FIG. 8.—Effects of the 1966 Amendments to the Fair Labor Standards Act on employment, by subgroup. Panel titles refer to subgroups
examined. This figure plots estimates of the interaction between the share of wages in each state below $1.60 in 1966 and indicators for years
per equation (3). Because subgroup samples are smaller, we group years 1959–61, 1962–63, 1964–65, 1967–68, 1969–70, and 1971–73 and plot
estimates at the midpoint of each interval. Difference-in-differences regressions using the same covariates are given in table 4. See also fig-
ure 5’s note. MW 5 minimum wage. A color version of this figure is available online.
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FIG. 8.—(Continued)
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FIG. 9.—Own-wage employment elasticity in the late 1960s, by subgroup. Panel titles refer to measure of employment used in equation (4).
This figure displays point estimates and 95% confidence intervals from regressions in column 3 of table 3 and columns 1–7 of table 4. A color
version of this figure is available online.
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Table 5
Elasticities of Employment and Annual Hours Worked with Respect to Wages, by Subgroup

White Men
(1)

African
American Men

(2)

Less than 12 Years
Education

(3)

At Least 12 Years
Education

(4)
Aged 16–19

(5)
Aged 20–35

(6)
Aged 36–64

(7)

A. Dependent variable: employed
during year:

Wage elasticity 2.098 2.289 2.142 .035 2.138 2.063 2.187
(.100) (.089) (.101) (.052) (.128) (.080) (.119)

B. Dependent variable: employed
in reference week:

Wage elasticity 2.023 2.107 .008 .118 2.029 .207 2.166
(.179) (.124) (.153) (.161) (.300) (.126) (.175)

C. Dependent variable: annual hours
worked:

Wage elasticity .040 2.421 .067 2.104 2.606 2.021 2.169
(.147) (.153) (.129) (.105) (.465) (.112) (.176)

State-year-(age group) cells 294 266 273 273 882 882 882

NOTE.—This table reports own-wage elasticities from two-stage least squares estimation of eq. (4). Panel titles refer to the dependent variable used in the employment regressions.
First-stage estimates and dependent variable means are shown in table 4. See table 2 and table 4’s notes for additional information on the samples and sources.
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( p-value of .074), but the elasticities for employment during the year and em-
ployment in the reference week are not ( p-values of .27 and .73, respectively).
Employment elasticities for teens are also larger but imprecisely estimated

owing to smaller sample sizes, at20.138 (SE: 0.128) for employment during
the year, 20.029 (SE: 0.300) for employment in the reference week, and
20.606 (SE: 0.465) for annual hours worked. An important caveat to the
findings for teenagers is that their wages began to rise and employment be-
gan to fall before the 1966 FLSA took effect. The largest own-wage employ-
ment elasticities for black men or young men are at the bottom of the range
of the early time-series literature but are also consistent with more recent
work, as shown in figure 6.
In summary, we find that the employment of African American men and

perhaps younger men fell with implementation of the 1966 FLSA. Broadly
speaking, the magnitude of the demand elasticities and disemployment ef-
fects suggests that—although the aggregate effects are not large—the 1966
FLSA may have had adverse consequences for some workers.

V. Conclusions

This paper examines the effects of the 1966 Amendments to the FLSA,
which raised the federal minimum wage to its highest level of the twentieth
century while significantly expanding the act’s coverage. Using variation
across states in the bite of the 1966 FLSA, we find that the amendments
led to large increases in wages. Our estimates imply that wages rose 6% fas-
ter after 1966 in states such as Texas, where many more workers had wages
below the new federal minimum, than in states such as New York, where
fewer workers did. Extrapolating from our results suggests that, nation-
wide, wages increased by 6.5% on average because of the FLSA.
Notably, we estimate relatively small aggregate employment responses to

this legislation. The average employment rates and annual hours worked
decreased by 0.7% and 0.4% more, respectively, in lower-earning states,
both statistically indistinguishable from zero. Our estimates also imply la-
bor demand elasticities of 20.14 for employment (measured as positive
weeks worked during the year) and 20.07 for annual hours worked with
respect to wages. These elasticities are smaller than those implied by the
early time-series literature covering the United States in the same period
as our analysis (Brown 1999) but are similar tomore recent estimates of very
large wage increases in other countries (Harasztosi and Lindner 2019).
These aggregate effects mask the incidence of the 1966 FLSA on different
subgroups. For instance, substantial decreases in employment and annual
hours for African American men following the 1966 FLSA suggest that
large changes in the minimum wage could shift the composition of employ-
ment and harm certain groups of workers. Interestingly, the disemployment
effects are concentrated on measures of employment during the year and,
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likely, workers with less attachment to the labor force as we consistently find
little effect on employment in the March CPS reference week.
This evaluation of the 1966 FLSA offers a unique opportunity to evaluate

the economic effects of a large increase in the real minimum wage to a high
level for a sizable share of the economy that persisted in the short term in the
face of inflation because of the large increase in coverage. Although we find
disemployment effects for some groups in the economy, the magnitude of
these effects appears fairlymodest inmagnitude.Also noteworthy is the per-
sistence of wage effects over time, alongside relatively stable impacts on em-
ployment. Although putty-claymodels in Sorkin (2015) andAaronson et al.
(2018) imply that disemployment effectswould increase over time as capital-
intensive firms enter, our estimates show little evidence of this. During the
1960s, the increase in the minimum wage and its coverage may have instead
led to capital deepening that enhanced the output of less skilled workers as
well as a reallocation of employment to more productive or less discrimina-
tory establishments (Dustmann et al. 2020). The available data do not allow
us to study themechanisms underlying thesewage and employment dynam-
ics, which is left for future research.

References

Aaronson, Daniel, Eric French, Isaac Sorkin, and Ted To. 2018. Industry
dynamics and the minimum wage: A putty-clay approach. International
Economic Review 59, no. 1:51–84. https://doi.org/10.1111/iere.12262.

Almond, Douglas, Kenneth Y. Chay, and Michael Greenstone. 2003. Civil
rights, the war on poverty, and black-white convergence in infant mor-
tality in the rural South and Mississippi. Working Paper no. 07-04, Mas-
sachusetts Institute of Technology, Cambridge, MA.

Anderson, Howard J., ed. 1967. The new wage and hour law. Revised ed.
Washington, DC: Bureau of National Affairs.

Arellano, Manuel. 1987. Computing robust standard errors for within-
groups estimators. Oxford Bulletin of Economics and Statistics 49,
no. 4:431–34.

Bailey, Martha J., and Sheldon Danziger. 2013. Legacies of the war on pov-
erty. In Legacies of the war on poverty, ed. Martha J. Bailey and Sheldon
Danziger, 1–36. New York: Russell Sage.

Bailey, Martha J., and Nicolas J. Duquette. 2014. How Johnson fought the
war on poverty: The economics and politics of funding at the Office of
Economic Opportunity. Journal of Economic History 74, no. 2:351–88.

Bailey, Martha J., Thomas Helgerman, and Bryan A. Stuart. 2021. How the
1963 Equal Pay Act affected the U.S. gender gap. Working paper, Uni-
versity of California, Los Angeles.

Belman,Dale, and Paul J.Wolfson. 2014.What does theminimumwage do?
Kalamazoo, MI: W. E. Upjohn Institute for Employment Research.

Effect of a High National Minimum Wage S365



Boal, William M., and Michale R. Ransom. 1997. Monopsony in the labor
market. Journal of Economic Literature 35, no. 1:86–112.

Brown, Charles. 1999. Minimum wages, employment, and the distribution
of income. InHandbook of labor economics, vol. 3B, ed.OrleyC.Ashen-
felter and David Card, 2101–63. Amsterdam: North-Holland.

Brown, Charles, Curtis Gilroy, and Andrew Kohen. 1982. The effect of the
minimum wage on employment and unemployment. Journal of Eco-
nomic Literature 20, no. 2:487–528.

Card, David. 1992. Using regional variation in wages to measure the effects
of the federal minimumwage. Industrial and Labor Relations Review 46,
no. 1:22–37.

Card, David, and Alan B. Krueger. 1992a. Does school quality matter? Re-
turns to education and the characteristics of public schools in the United
States. Journal of Political Economy 100, no. 1:1–40.

———. 1992b. School quality and black-white relative earnings: A direct
assessment. Quarterly Journal of Economics 107, no. 1:151–200.

Cascio, Elizabeth, Nora Gordon, Ethan Lewis, and Sarah J. Reber. 2010.
Paying for progress: Conditional grants and the desegregation of South-
ern schools. Quarterly Journal of Economics 125, no. 1:445–82.

Cengiz, Doruk, Arindrajit Dube, Attila Lindner, and Ben Zipperer. 2019.
The effect of minimum wages on low-wage jobs: Evidence from the United
States using a bunching estimator.Quarterly Journal of Economics 134,
no. 3:1405–54.

Clemens, Jeffrey, Lisa B. Kahn, and Jonathan Meer. 2020. Dropouts need
not apply? The minimumwage and skill upgrading. NBERWorking Pa-
per no. 27090, National Bureau of Economic Research, Cambridge, MA.

Cooper, David, John Schmitt, and Lawrence Mishel. 2015. We can afford a
$12.00 federal minimumwage in 2020. Briefing Paper no. 398, Economic
Policy Institute, Washington, DC.

Derenoncourt, Ellora, and Claire Montialoux. 2021. Minimum wages and
racial inequality. Quarterly Journal of Economics 136, no. 1:169–228.

Donohue, John, and James Heckman. 1991. Continuous versus episodic
change: The impact of civil rights policy on the economic status of blacks.
Journal of Economic Literature 29, no. 4:1603–43.

Dustmann,Christian, Attila Lindner,Uta Schoenberg,MatthiasUmkehrer,
and Philipp vom Berge. 2020. Reallocation effects of the minimumwage.
CReAMDiscussionPaper no. 07/20,Center forResearch andAnalysis of
Migration, Department of Economics, University College London.

Frisch, Ragnar, and Fredrick V. Waugh. 1933. Partial time regressions as
compared with individual trends. Econometrica 1:387–401.

Harasztosi, Péter, and Attila Lindner. 2019. Who pays for the minimum
wage? American Economic Review 109, no. 8:2693–727.

Karlin, Jack I. 1967. Economic effects of the 1966 changes in the FLSA.
Monthly Labor Review 90, no. 6:21–25.

S366 Bailey et al.



Kocin, Susan. 1967. Basic provisions of the 1966 FLSA amendments.
Monthly Labor Review 90, no. 3:1–4.

Krueger, Alan B. 2015. The minimum wage: Howmuch is too much?New
York Times, October 9.

Lemieux, Thomas. 2006. Increasing residual wage inequality: Composition
effects, noisy data, or rising demand for skill.AmericanEconomic Review
96, no. 3:461–98.

Levin-Waldman, Oren M. 2001. The case of the minimum wage: Compet-
ing policy models. Albany, NY: State University of New York Press.

Lovell, Michael C. 1963. Seasonal adjustment of economic time series and
multiple regression analysis. Journal of theAmerican Statistical Association
58, no. 304:993–1010. https://doi.org/10.1080/01621459.1963.10480682.

Manning, Alan. 2016. The elusive effect of the minimum wage. CEP Dis-
cussion Paper no. 1428, Centre for Economic Performance, London
School of Economics and Political Science.

Martin, Edward C. 1967. Extent of coverage under FLSA as amended in
1966. Monthly Labor Review 90, no. 4:21–24.

Meer, Jonathan, and Jeremy West. 2016. Effects of the minimum wages of
employment dynamics. Journal of Human Resources 51, no. 2:500–522.

Neumark, David, and William Wascher. 2007. Minimum wages and em-
ployment. Foundations and Trends in Microeconomics 3, nos. 1/2:1–182.

Quester, AlineO. 1981. State minimumwage laws, 1950–1980. InReport of
theMinimumWage StudyCommission, vol. 2, 23–152.Washington, DC:
Government Printing Office.

Ruggles, Steven, Katie Genadek, Ronald Goeken, Josiah Grover, and Mat-
thew Sobek. 2015a. Integrated Public Use Microdata Series: version 6.0.
Machine-readable database. Minneapolis: University of Minnesota.

———. 2015b. March Current Population Surveys, 1962–1980. Minneap-
olis: University of Minnesota.

Schmitt, John. 2013. Why does the minimum wage have no discernible ef-
fect on employment? Report, Center for Economic and Policy Research,
Washington, DC.

Sorkin, Isaac. 2015. Are there long-run effects of the minimum wage? Re-
view of Economic Dynamics 18, no. 2:306–33.

Stigler, George J. 1946. The economics ofminimumwage legislation.Amer-
ican Economic Review 36, no. 3:358–65.

Sutch, Richard. 2010. The unexpected long-run impact of the minimum
wage: An educational cascade. NBER Working Paper no. 16355, Na-
tional Bureau of Economic Research, Cambridge, MA. https://doi.org
/10.3386/w16355.

Wright, Gavin. 2013. Sharing the prize: The economics of the civil rights rev-
olution in the American South. Cambridge, MA: Belknap.

Effect of a High National Minimum Wage S367


